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How we consciously perceive the external world has
troubled humans since the beginning of the scientific
inquiry. Pre-Socratic philosophers attempted to
explain visual perception through two opposing
hypotheses of vision, the intromission theory (light
from external objects enters the eye) versus the extra-
mission theory (the eye emits light). Graziano et al.
(2019) argue that the extramission theory and other
popular beliefs that assign non-materialistic properties
to consciousness originate from an implicit, automatic
and inaccurate mental model of our own attention
(Guterstam et al., 2019). Importantly, such a prescien-
tific, folk-psychology model has the potential to bias
not only the layman’s views about the mind, but
also the philosopher’s views of consciousness such
as the notion of qualia. Hence, it offers a potential
explanation for the “meta-problem” of why so many
people think that there is a hard problem of
consciousness.

Graziano et al.’s proposal integrates Global Neur-
onal Workspace (GNW), Attention-schema (AST),
higher-order (HOT) and illusionist theories of con-
sciousness into a unified “standard model of con-
sciousness”. More specifically, it separates theoretical
accounts of consciousness into those that pertain to
i (information)-consciousness and to m (mysterious)-
consciousness. I-consciousness concerns the selection
and processing of sensory information that lead to
conscious perception, while m-consciousness stands
for the mysterious, experiential essence, commonly
believed to accompany the contents of consciousness
and formalized in the philosophical concepts of res
cogitans, qualia, phenomenal consciousness etc.

According to Graziano and colleagues, the belief in
the existence of m-consciousness originates in an
inaccurate, distorted and imperfect internal model
that the human brain uses to represent i-conscious-
ness, and which is also deployed for predicting the
attention of others.

Currently, the main theoretical framework for i-con-
sciousness is the Global Neuronal Workspace (GNW)
hypothesis, a detailed neural implementation of the
Global Workspace framework originally proposed by
Bernard Baars (Baars, 1988). The theory predicts that
sensory information gains access to consciousness
by becoming available to a widespread neuronal
workspace that involves higher-order association cor-
tical areas, with the prefrontal cortex being a critical
cortical node (Dehaene & Changeux, 2011). For
GNW, consciousness serves a function: it evolved to
break the modularity of non-conscious processing
and broadcast information to a brain-wide network
that makes information globally available for report
(motor or verbal) and post-perceptual cognitive pro-
cessing like working memory or decision making.
There is no room, in the GNW, for any non-material
qualia of experience; rather, the contents of the work-
space is what we subjectively experience as a con-
scious feeling or experience.

We agree with Graziano et al. that a second and
largely orthogonal level of processing is necessary to
accurately capture human mental representations: a
set of metacognitive or self-monitoring processes
whereby the brain models a subpart of itself. This
higher-order level of cognitive processing and the
emerging subjective experiences it entails are likely
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to be responsible for the recursive sense of conscious-
ness, i.e., “being aware of oneself” which is available to
humans and currently missing from machines
(Dehaene et al., 2017). In a recent review (Dehaene
et al., 2017), these two dimensions of conscious com-
putations were termed “global availability” (C1) and
“self-monitoring” (C2).

Graziano and colleagues emphasize that the
internal self-model could lead to illusions of the non-
materiality of consciousness, free will, etc. because it
is necessarily simplified and inaccurate, without
access to information about the physical, neuronal
mechanisms underlying i-consciousness. We do not
disagree, but would also like to stress that, in the
vast majority of cases, internal models involved in
self-monitoring of i-consciousness are quite right –

as they should if this “forward model” is to be useful
to guide decisions, and if it comprises highly
efficient learning mechanisms that have had a lifetime
to adjust the self-model. Empirical work contains
many examples where human subjects can accurately
introspect about:

. Their errors: the brain contains a circuit for internal
comparison of the intended action plan with the
ongoing action, which accurately predicts errors
before they actually occur (Charles et al., 2014).
Importantly, metacognitive knowledge about
whether a response is correct or not requires a con-
scious representation of the intended action.

. Their reaction time on individual trials (with the
interesting illusion that, in full agreement with
GNW theory, participants are not aware of the
waiting time that occurs during dual-tasking,
when one task is delayed because the GNW is
already occupied by other conscious contents;
(Marti et al., 2010)

. The movement of their attention: in a visual search
task, objective response times correlate with sub-
jective reports of the number of attention move-
ments, over and above the objective number of
items on the screen (Marti et al., 2014).

These examples also emphasize that the human
self-model goes beyond a mere “model of attention”.
We do not understand why Graziano and colleagues
limit their proposal to attention, unless this term
expands much beyond its original meaning, to encom-
pass all aspects of self-monitoring. Monitoring one’s

errors, accurately choosing among several strategies
(Shrager & Siegler, 1998), or modelling one’s own
body schema (Chang et al., 2017) require internal
models much richer than a single « attention model ».

What are the neural correlates of C1 and C2 levels of
conscious processing (Dehaene et al., 2017)? Our
current understanding of the neural substrates of
the GNW suggests that C1 critically involves higher-
order associational cortical areas of the prefrontal,
temporal and parietal cortices. This conclusion rests
on empirical evidence from functional magnetic res-
onance imaging, EEG, MEG and intracranial recordings
in humans (Dehaene & Changeux, 2011) and direct
recordings of neuronal activity in non-human primates
(Kapoor et al., 2020; Panagiotaropoulos et al., 2012;
van Vugt et al., 2018). The bulk of the evidence indi-
cates that sensory information becomes consciously
perceived following an ignition event, inferred from
a non-linearity in the amplitude of the brain responses
when going from non-conscious to conscious percep-
tual processing. Although there is a current debate
about the contribution of behavioural reports to the
widespread activation of cortical networks, electro-
physiological recordings of single neurons and
neural populations during no-report paradigms
suggest that neural activity in prefrontal and parietal
cortical areas encodes the contents of conscious
experience even in the absence of any overt report
(Panagiotaropoulos et al., 2012).

As concerns C2, the brain areas for self-monitoring
remain understudied and ill-understood. If subjective
experience is indeed the outcome of a metacognitive,
self-monitoring or predictive model of the C1 level,
which in turn is reflected in the global availability of
conscious information across associational cortical
areas, one might predict that cortical areas hierarchi-
cally higher than the GNW should be involved – and
indeed there is evidence that Brodmann area 10, for
instance, in the frontal pole, plays a key role in intro-
spection and self-confidence (Fleming et al., 2010).
Graziano et al. (2019). suggest that the C2 network
comprises the temporoparietal junction (TPJ), superior
temporal sulcus and dorsomedial prefrontal cortex as
possible substrates – and indeed these areas operate
as a self-oriented network involved in modelling
one’s own mental representations as well as those of
others (“theory of mind”), and whose stimulation,
lesioning or disconnection can lead to severe distor-
tions in the sense of self (Heatherton, 2011).
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Graziano and colleagues’ proposal also hints at the
possibility of a partial overlap and interlocking of the
neural substrates for C1 and C2, which is an interesting
possibility since it is known that prefrontal neuronal
ensembles can encode simultaneously the contents
of consciousness (C1) and abstract information about
task phase (perhaps pertaining to C2) (Kapoor et al.,
2018). Furthermore, recent evidence from recordings
of single neurons in macaque monkeys suggest the
existence of a hierarchically organized network invol-
ving dorsomedial prefrontal and anterior cingulate
cortex as a substrate for hierarchical processing of
information related to causal inference. Neural popu-
lations in both of these areas signal confidence for
consciously perceived stimuli (Sarafyazd & Jazayeri,
2019) with anterior cingulate being downstream of
dorsomedial prefrontal cortex and representing
causal inference on longer time scales. Interestingly,
prefrontal areas in the macaque brain also signal
metacognitive self-monitoring of memory states
(Miyamoto et al., 2017).

In another related line of research, premotor
neurons encoding a subjective belief in hand owner-
ship (“is the hand in this video my hand or not?”)
were recently recorded in the macaque monkey
(Fang et al., 2019). This remarkable study provides evi-
dence that a Bayesian causal inference model oper-
ates in premotor neural populations and is
responsible for the rubber hand illusion. All these
results from recordings in frontal cortical areas
reinforce the general role of prefrontal cortex in multi-
sensory causal inference and could indicate that self-
awareness may also be best modelled in a Bayesian
computational framework (Ehrsson & Chancel, 2019).

It is likely that self-monitoring processes are sensi-
tive to the variability in the representation of con-
scious contents itself, resulting in perceived
differences in the quality of subjective perception,
for example each time we see the same red cup. We
suggest that the source of this perceptual variability
could lie in the variability of the responses of the
neural populations that are involved in the represen-
tation of this cup. For example Bernasconi et al.
(2011) found that noise in the EEG responses in fron-
toparietal and temporal areas of the human brain cor-
related with the perceived pitch and duration of
auditory stimuli. These differences in the perceptual
quality of identical stimuli are well predicted from
signal detection theory (Micheyl & Dai, 2009; van

Vugt et al., 2018). Due to these internally generated
fluctuations, GNW should probably not be viewed as
a completely stable neural network, but one whose
contours vary even for a fixed visual input, therefore
resulting in the activation of slightly different ensem-
bles. This variability may be the source of differences
in the subjective experience of the same object.
Indeed, a common finding in neural recordings from
cortical areas during paradigms of multistable percep-
tion is that the activity of some individual neurons is
significantly correlated with subjective perception
during the perception of competing visual stimuli,
but not during perception without visual competition.
Most importantly, variability in these neural represen-
tations can be identified not only in the same brain
but also across brains, contributing further to differ-
ences in subjective experience.

In conclusion, we agree with Graziano and col-
leagues that, rather than looking for explanations of
equivocal philosophical constructs such as “qualia”,
which probably originate from the fallacies of our
intuitive self-monitoring mental models, a systematic
investigation of the interactions between different
hierarchical levels of cognitive processing, especially
self-monitoring and conscious contents, may provide
important insights into the nature of consciousness.
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